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Homework!





• At	the	end	of	each	lecture,	the	head	grader	
will	give	you	some	instruction	on	how	to	start	
to	write	your	code	and	what	would	be	some	
of	the	expected	challenges	for	the	next	coding	
assignment.		





Exams







A	Big	Picture	of	Mathematics	of	Big	Data,	I	

Big	Data	Introduction
• Where	does	big	data	come	from?
• Different	ways	to	describe	big	data	
• Data	could	be	structure,	 semi-

structured,	or	unstructured
• Data	challenges	(e.g.	“dirty”	data)

Data	Representations:
Discrete	

Real	valued
Vector	valued
Matrix	valued
Manifold	valued

Mixed…

Data	Processing
ETL
Data	Structuring
Dim	Reduction

M
ath

Machine	Learning
• Supervised
• Unsupervised

Modeling	Approaches:
• Statistical	calculus
• Geometric	analytic
• Probabilistic
Each	has	its	own	merit

D2D	Basic	Steps:
• Data	Visualization
• Mathematical	Modeling
• Computation	Methods
• Validation	&	Verification

Discrete	vs.	Smooth
Local	vs.	Global

Keys:
Metrics	for	define	similarities

Strategies	of	Effective	
Optimization	and	computation

• Utilize	the	power	of	computers
• Utilize	the	power	of	mathematics

Hadoop (for	large	data)
HDF	(fault	resilience)
MapReduce (divide	&	conquer)
Spark(fast	in	memory	comput’n)
Zookeeper	 (orchestration)

Unify	Math	background:
• Linear	algebra
• Statistics	&	Probability
• Multivariable	Calculus
• Geometry	&	discrete	M.

Fits	Our	
Mission



Today’s	Lecture
• Frist: Big	data	introduction	(answer	first	two	
questions)

• Second:	Use	linear	regression	as	an	example	to	
give	an	overview	of	big	data	analytics

• Note:
Mathematics	of	Big	Data	(in	academic)	==	

Big	Data	Analytics	(in	industry).	 	

Modeling	Approaches:
• Statistical	calculus
• Geometric	analytic
• Probabilistic
Each	has	its	own	merit



First:	Introduction	of	Big	Data	
•Where	does	big	data	come	from?

Organizations
Machines
People

Data is not new.  But the scale has been changed! 
The way how people using data has been transformed!



Types	of	big	data

1. Structured	data	(e.g.	often	Generated	by	
organizations)	

2. Semi-structured	data	(e.g.	Generated	by	
machine	with	manual	records)

3.		Unstructured	data	(often	Generated	by	people)



•What	exactly	is	big	data?

• Does	“big"	here	mean	“big	volume”?
• In	fact,	there	are	5		“V”s	to	describe	big	data.

–Volume	(Size)
–Velocity	(Speed)
–Variety		(Types)						
–Veracity	(Quality)
–Valence	(Relationships)





Volume			

Velocity		

Variety							

Veracity

Valence

D2D

Data	to	Decision	(D2D)

Google-Images



Second	for	today:	
Analytic	Approaches	

• Use	“linear	regression”	as	an	example	to	give	
an	overview	of	big	data	analytics



1.	Statistical	Calculus	Approach
(Classical	Least	Square	Approximation)

xi

eiyi



Our	objective	is	
minimizing	the	total	error.

• However,	the	errors	ei,	some	could	be	positive	and	
some	could	be	negative.		A	simple	sum	of	the	errors	
would	not	work	well.		

• Can	you	think	about	an	example	why	not	working	well?	
• How	to	fix	this	problem?
• Instead	we	consider	the	following	objective	or	cost	
function:

• J(m,b)	=	∑	(ei)2	=∑	(yi – mxi – b)2

• Can	we	use	∑|ei|	instead?
L1 norm

L2 norm



Goal:	Find	m	and	b	to	minimize	the	
cost	function	J

• How?
• Set	all	partials	equal	to	zero!
• Work	out	the	details	with	the	students	on	the	
board.



Obtained	solution	using	Cramer’s	rule

• Give	a	linear	system:

• Write	it	into	matrix	form:

Assume	the	coefficient	matrix	is	invertible,	
i.e.	the	det =	a1b2 −	b1a2	 is	nonzero.		Then



Close	formula	for	Least	Square	Approximation

But the formula is massy.  Next we’ll find a compact form of this formula.  



Linear	Regression
Given	some	data:		





Normal	Equation	for	Least	Square	Approximation

• i.e.	Representing	the	Least	Square	Solution	in	
Matrix	Form	

• Work	out	the	details	with	the	students	on	the	
board.

• Recall	the	product	rule:
• f,	g:	RàR:
• f,	g:	RnàR:
• f,	g:	RnàRn:



Homework	problem
• Given	4	points	as	below:

a)	Find		y	=	mx	+	b	based	on	Cramer’s	 rule.
• Hint:	

• b)	Use	the	normal	formula	to	find	the	solution	and	
compare	it	with	that	of	a).

• c)	Plot	the	data	points,	and	draw	y	=	mx	+b.
• d)	(All	by	coding)	Find	another	100	points	near	the	
line	y	=	mx	+	b.	Then	find	the	least	square	approxim’n
again	&	plot	both	the	data	points	&	the	new	line.	



How	about	fit	data	by	a	plane?

http://www.rforscience.com/portfolio/mtcars/



Get	the	same	close	solution	by	 normal	
equation!

• Can	you	imagine	what	other	cases	you	would	
get	the	same	kind	of	solution?



2.	Geometric	Analytic	Approach
(Geometric	Least	Square)

• Work	out	the	details	with	the	students	on	the	
board.



Assume	a	linear	model

This	is	equivalent	to	



Key	in	Geometric Least	Square	Approximation
Geometrically	you	can	see	the	solution!



Again	we	get	the	same	solution!

Q:		But	what’s	wrong	if	we	use	Cramer’s	rule	
to	solve	it?	
Or	directly	use	the	formula	by	finding	the	
inverse															?



3.	Probabilistic	Approach
(Maximal	Likelihood)

• Work	out	the	details	with	the	students	on	the	
board.



Recall	Gaussian	distribution





Expected	Value



Special	case:	Average



Continuous	case









Continuous	case



Visualize	Bayes’	Theorem



Viewed	as	a	function	 of	\theta.



• Back	up	slides







Normal	Equation	for	Least	Square	Approximation

• i.e.	Representing	the	Least	Square	Solution	in	
Matrix	Form	

• Work	out	the	details	with	the	students	on	the	
board.

• Recall	the	product	rule:
• f,	g:	RàR:
• f,	g:	RnàR:
• f,	g:	RnàRn:



Mean
• Arithmetic	Mean

• Expected	Value:



Mean of	a	probability	Distribution	
(Expected	Value)





Covariance	Matrix

Note:	The	covariance	matrix	is	a	symmetric	matrix.
In	fact,	a	covariant	matrix	is	also	positive	semi-definite.	




