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Today’s	topics	



Today’s	topics	



• Work	out	details	with	the	students	
on	the	blackboard.	



Recall	the	Chain	Rule	





Applica'ons	of	Naïve	Bayes	
1.   Text	categoriza'on:	Judging	a	document	belonging	
– Legi3mates,		
– Sports,	
– Poli3cs,	
– Sciences,	
– Spams	
– Etc.	

•  Using	word	frequencies	as	features.	
2.   Medical	diagnosis.	
More advanced method in above applications: SVM




Example	on	Naïve	Bayes		:	Given	historic	
weather	Data	and	Yes-No	Answers	to	

Play	Tennis	

x1	 x3	x2	 x4	 y	

X1(4)	



•  D	=	{	(x(1),	y1),	…,	(x(k),	yk),…,	(x(n),	yn)	
•  Here	n	=	14	
•  Give	x(k),	the	kth	day	whether	data.	
•  y	belongs	{1,	0},	1=yes-play	and	0=no-play,		
	



Goal:	Predict	whether	she	is	going	to	play	
today	if	knowing	today’s	weather	data	

Give	X	=	(x1	=Sunny,	x2	=	Cool,	x3	=	high,	x4=True)	
Predict	for	Y=1.	
	
That	is	to	find	P(Y=1|X=above)		





We	can	use	the	table	as	a	Model	











What	is	“Naïve	Bayes”?	

	
Naïve	Bayes	

Naive	Bayes	Models	

Naive	Bayes	classifiers	



What	is	“Naïve	Bayes	Models”?	
•  Naive	Bayes	Model	is	a	condi'onal	
probability	model:		

•  Given	a	problem	instance	to	be	classified,	
represented	by	a	vector		

	
represen3ng	some	n	features	(independent	
variables),	it	assigns	to	this	instance	probabili3es	

for	each	of	K	possible	outcomes	or	classes	



Recall	Bayes'	theorem,	the	condi3onal	
probability		

	

Bayesian	probability	terminology:	



What	are	Probabilis3c	Classifiers?		
Probabilis3c	classifier	is	a	classifier	that	is	able	to	predict,	
given	a	sample	input,	a	probability	distribu3on	over	a	set	
of	classes,	rather	than	only	outpufng	the	most	likely	class	
that	the	sample	should	belong	to.	Probabilis3c	classifiers	
provide	classifica3on	with	a	degree	of	certainty,	which	can	
be	useful	in	its	own	right,	or	when	combining	classifiers	
into	ensembles.	

"Hard"	classifica3on:			using	the	op3mal	decision	rule:	

That	is	to	say:		the	predicted	class	is	that	which	has	the	highest	probability.	

Binary	probabilis3c	classifiers	are	also	called	binomial	
regression	models	in	sta3s3cs.	In	econometrics,	probabilis3c	
classifica3on	in	general	is	called	discrete	choice.	



What	are	naive	Bayes	classifiers?	

•  Naive	Bayes	classifiers	are	a	family	of	simple	
probabilis3c	classifiers	based	on	applying	
Bayes'	theorem	with	strong	(naive)	
independence	assump3ons	between	the	
features.	



Today’s	topics	



Regulariza'on	and	Model	Selec'on	
•  Regulariza3on	is	a	technique	used	to	solve	the	

overfi3ng	problem	in	sta3s3cal	models.	
•  What	is	overfi3ng?	

Example:	When	someone	wants	to		predict	the	price	of	a	house	based	on	its	size,	she	
tries	to	select	among	several	different	models.		For	instance,	she	tries	to	use	
polynomial	regression	model	hθ(x)	=	g(θ0	+	θ1x	+	θ2x	2	+	·	·	·	+	θkx	k	),	and	wish	to	decide	
if	which	k	would	be	best	fit	the	data.	
Q:		How	can	we	automa.cally	select	a	model	that	avoid	high	bias	and	high	variance?		



What	is	regulariza'on	in	machine	learning?	
		When	do	we	need	to	use	it?	

•  Regulariza3on	is	a	technique	used	in	an	anempt	
to	solve	the	overfifng	problem	in	sta3s3cal	
models.		

•  Here	is	an	intui3ve	example:	Let’s	say	we	want	to	
model	and	predict	the	wage	of	someone	based	
on	his	age.	

•  	We	will	first	try	a	linear	regression	model	with	
age	as	an	independent	variable	and	wage	as	a	
dependent	one.	This	model	will	mostly	fail,	since	
it	is	too	simple.		



•  Then,	you	may	add	more	data	into	you	model	such	as	the	sex	and	
the	educa5on	of	each	individual.		

•  Your	model	becomes	more	interes'ng	and	more	complex.		
•  You	find	out	that	your	result	are	quite	good	but	not	as	perfect	as	

you	wish.	
•  So	you	add	more	variables:	loca3on,	profession	of	parents,	social	

background,	number	of	children,	weight,	number	of	books,	
preferred	color,	best	meal,	last	holidays	des3na3on	and	so	on	and	
so	forth	

•  But	then	your	model	becomes	overfiTng.			
	

•  How	could	we	teach	the	machine	select	the	most	important	
features/variables?	

Key:	Regulariza5on	is	to	teach	machine	to	find	a	model	
avoid	under-	or	over-fi@ng,	do	just	“right”	fi@ng.	

We	will	need	certain	metric	so	that	the	machine	can	use	it	to	set	
none	important	variables	to	zeros!		We	consider	L1	metric.	



What	is	Lp	norm?	



	Lp	Norm	For	vectors	in	R3	

Note:		As	the	value	of	p	decreases,	the	size	of	the	
corresponding	Lp	space	also	decreases.	This	can	
be	seen	visually	when	comparing	the	the	size	of	
the	spaces	of	signals,	in	three	dimensions,	for	
which	the	Lp	norm	is	less	than	or	equal	to	one.	The	
volume	of	these	Lp	“balls”	decreases	with	p.	



	
What	is	LASSO?	

LASSO=	Least	Absolute	Shrinkage	and	Selec'on	Operator	
•  The	LASSO	is	a	regression	method	that	involves	penalizing	the	

absolute	size	of	the	regression	coefficients.	

•  By	penalizing	(or	equivalently	constraining	the	sum	of	the	
absolute	values	of	the	es3mates)	you	end	up	in	a	situa3on	
where	some	of	the	parameter	es3mates	may	be	exactly	zero.	
The	larger	the	penalty	applied,	the	further	es3mates	are	shrunk	
towards	zero.	

•  This	is	convenient	when	we	want	some	automa3c	feature/
variable	selec3on,	or	when	dealing	with	highly	correlated	
predictors,	where	standard	regression	will	usually	have	
regression	coefficients	that	are	'too	large	or	too	many'.	

Switching	gear:	

See	the	math	on	the		
next	slide	first.	



Compare	LASSO	and	Ridge	Regressions	



Why	does	the	lasso	give	sparse	
solu'on	(i.e.	many	zero	coefficients)?	

	

(From	page	71	of	ESL)	



Note	the	solu3on	
is	ß1	=0	and	
ß2	=1.		That	is			
Select	ß1	and	
shrink	it	to	0.	

Note	the	solu3on	
is	ß1	=small	but	
not	0	and	
ß2	is	close	to	1	
but	not	1.		That	is	
to	say	the	Ridge	
regression	does	
not	know	how	to	
get	rid	of		the	
small	ß1.	



Key:	Lesson	is	able	to	perform	variable	selec'on	in	the	linear	model.	
	The	tuning	parameter	λ	controls	the	strength	of	the	penalty,	and	(like	ridge	

regression)	we	get	βˆlasso	=	the	linear	regression	es3mate	when	λ	=	0,	and	βˆlasso	
=	0	when	λ	=	∞	
For	λ	in	between	these	two	extremes,	we	are	balancing	two	ideas:	fifng	a	linear	
model	of	y	on	X,	and	shrinking	the	coefficients.		But	the	nature	of	the	`1	penalty	
causes	some	coefficients	to	be	shrunken	to	zero	exactly.	
	
This	is	what	makes	the	lasso	substan3ally	different	from	ridge	regression:	it	is	able	
to	perform	variable	selec3on	in	the	linear	model.		
	
As	λ	increases,	more	coefficients	are	set	to	zero	(less	variables	are	selected),	and	
among	the	nonzero	coefficients,	more	shrinkage	is	employed.	



Let	the	machine	do	the	job	for	you!	

•  1.	Randomly	split	S	into	Strain	(say,	70%	of	the	
data)	and	Scv	(the	remaining	30%).	Here,	Scv	
is	called	the	hold-out	cross	valida3on	set.		

•  2.	Train	each	model	Mi	on	Strain	only,	to	get	
some	hypothesis	hi	.		

•  3.	Select	and	output	the	hypothesis	hi	that	had	
the	smallest	error	εScv	(hi)	on	the	hold	out	
cross	valida3on	set.	





Laplace	distribu'on	
A	random	variable	has	a	Laplace(μ,	b)	
distribu3on	if	its	probability	density	func3on	is	

L1	norm	

About	your	homework…	



Examples	of	Laplace	distribu'on	



Today’s	topics	



Support	Vector	Machine	(SVM)	

•  Key:	Gain	an	geometric	intui3on:		
•  Want	to	maximize	the	margin	to	increase	
						the	confidence	of	your	predic.on.	
•  SVM	is	a	typical	example	of	Machine	learning	from	

of	Geometric	perspec.ve.		
•  There	is	a	procedure	for	geometric	approaches.	



Separa'ng	Hyper-plane	and	Support	Vectors	

A	maximum	margin	separa3ng		
hyperplane	

The	points	with	the	smallest		
margins	are	exactly	the	ones		
closest	to	the	decision	boundary.	

These	three	points	are	called		
the	support	vectors!	



Geometric	Analysis	behind	the	
Support	Vector	Machine	(SVM)	

•  One	of	the	powerful	machine	learning	
techniques.	

•  Working	out	details	with	the	students	on	the	
board.	



Here	we	first	assume	that	the	data	is	linear	separable.	We	
will	deal	with	the	case	when	data	is	not	linear	separable	

later;	just	need	to	make	a	clever	“transforma'on”.		



Func'onal	Margin	
•  Recall:	we	define	the	func3onal	margin	of	
		(w,	b)	with	respect	to	the	training	example	

The	following	slides	closely	follow	Prof.	Andrew	Ng’	lecture	notes	on	SVM		



Geometric	Margins	
	



Q:	How	to	Teach	the	Machine	to	Deal	w/	Margin	Swinging	Problem?	
The	figure	shows	an	op3mal	margin	classifier,	and	when	a	single	
outlier	is	added,	it	causes	the	decision	boundary	to	make	a	drama3c	
swing,	and	the	resul3ng	classifier	has	a	much	smaller	margin.	
	 An	outlier	is	added.	

The	decision	bdry		
has	a	big	swing.	

Ans:		Using	L1	regulariza'on!		
The	parameter	C	controls	the	rela3ve	
weigh3ng	between	the	twin	goals	of	making	
the	||w||2	small	(which	we	saw	earlier	
makes	the	margin	large)	and	of	ensuring	that	
most	examples	have	large	func3onal	margin.		



Key	Steps	in	the	Geometric	Approach		
•  Gain	an	geometric	intui3on:	For	SVM--Want	to	maximize	the	

margin	to	increase	the	confidence	of	your	predic3on.	
•  Write	down	your	geometrical	intui3on	Mathema3cally.	
•  Come	up	with	a	cost	func3on:	Here	is	the	margin.	Want	to	

maximize	the	margin.			
•  Figure	out	what	are	the	constraints	involved.		
•  Make	the	problem	into	a	convex	problem		(if	possible	to	do	so)	

if	the	op3miza3on	you	formed	is	not	convex.		
•  For	SVM,	we	will	make	it	into	a	quadra3c	program	problem.		
•  Use	exi3ng	QP	so�ware	package	to	solve	the	problem.			
•  Use	different	way	to	solve	it.		(Later	use	an	dual	method.)				
•  Generate	to	solve	more	complicated	problems/cases.			



Today’s	topics	



Kernel	Methods	
•  Feature	map	
•  Kernel	

This	is	a	plane!	
When	z1	=	0,	z3	=b2,	
and		
When	z3	=0,	z1	=	a2.	
And	z2	and	by	any	
thing	in	R.	



Feature	Map	

•  Examples	



Example	















Necessary	and	Sufficient	Condi'on	for	
a	valid	Kernel	

Given	a	func3on	K,	apart	from	trying	to	find	a	feature	mapping	φ	that	
corresponds	to	it,	this	theorem	therefore	gives	another	way	of	tes3ng	if	it	is	
a	valid	kernel.	
	
	



•  Work	out	details	with	the	students	on	the	
blackboard.	





K	is	posi've	semi-definite	
	



•  More	details	on	Support	Vector	Machine	
•  The	following	slides	are	read	only	



Model	the	problem	into	an	
op3miza3on	problem	

•  But	this	is	not	a	convex	problem!			
•  How	to	change	it	to	a	convex	problem?		
•  Possible?	



Cleverly	build	||W||	into	the	cost	
and	use	scalar	invariant	smartly.	

•  Recall:		we	can	add	an	arbitrary	scaling	constraint	on	w	and	b	
without	changing	anything.	This	is	the	key	idea	we	are	going	to	use	
cleverly.		

•  We	will	introduce	the	scaling	constraint	that	the	func3onal	margin	
of	w,	b	with	respect	to	the	training	set	must	be	1.	



Successfully	transform	the	original	op'miza'on	
problem	into	a	convex	op'miza'on	problem.	

This	is	a	convex	op3miza3on	problem	since	the	objec3ve	
func3on	is	convex	and	the	constraints	are	linear/affine.		
	
The	solu'on	to	this	problem	is	called	the	op.mal	margin	
classifier.		
	
This	op'miza'on	problem	can	be	solved	using	
commercial	quadra'c	programming	(QP)	code.	



Lagrange	Duality	
	

Consider		a	general	problem:	

Define	the	Lagrangian:	
	
	

		

Here,	the	βi’s	are	called	the	Lagrange	mul5pliers.	



Key	steps	involved	

•  Find	the	par3al	deriva3ves	and	set	them	to	
zero.	

•  Solve	for	w	and	β.	

•  Q:	How	to	deal	with	constrained	op5miza5on	
problems	in	which	there	are	inequality	as	well	
as	equality	constraint?	



	This	op'miza'on	problem	is	called	
the	primal	op'miza'on	problem.	

	

Consider		



•  Back	up	slides	
•  Read	only	



Generalized	Lagrangian	

Similar	as	before.		



Key:		How	to	get	rid	of	the	inequali'es?	
	

Primal	op3miza3on	

Consider:	





We	essen'ally	be	able	to	get	rid	of	the	
inequali'es.	

	



The	Dual	Op'miza'on	Problem	



Rela'ons	between	Max-Min	and		
Min-Max	Problems	

The	proof	is	out	of	scope	of		
This	course.	



Q:	When	do	the	primal	and	dual	
problems	have	same	solu'on?	



KKT	Condi'ons	



KKT	dual	complementarity	condi'on	
	



Op'mal	margin	classifiers--SVM	
	



Back	to	SVM	
	





Dual	Op'miza'on	Problem-SVM	

Key:	All	the	x-data	is	in	this		
inner	product!	



From	this	dual	point	view,	we	will	see	
SVM	can	be	generated	by	replacing	

the	inner	product	by	a	Kernel!	



Exercise	



Cool	thing	about	this	dual	method	



	The	SMO	algorithm		
(Read	and	Exercise)	

	




















