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Today’s	topics	
•  Summary	of	Expecta(on-Maximiza(on	
Algorithm	
•  EM	for	MAP	es(ma(on	(Review	MAP	
first)		
•  Kernel	PCA	
•  One-Class	Support	Vector	Machines	
•  Lagrange	Duality	(only	if	(me	permits)	

	



Today’s	topics	



Summary	on		
Expecta-on-Maximiza-on	(EM)	

Algorithm	
•  Work	out	details	with	the	students	on	the	
board.	



EM	for	MAP	es(ma(on	

•  Work	out	details	with	the	students	on	the	
board.	

•  First	review	MAP	(Maximum	A	Posteriori)	



Today’s	topics	



Recall:	PCA	



Recall:	we	want	to	find	two	axis	direc-ons	of	the	
ellip-c	curve.		They	are	called	principal	axes.	

Note:	the	x-value	and	y-value	of	the	data		
are	correlated.			
Their	correla-on	are	reflected	by		
the	covariance	matrix	of	the	data.	

How?	

	
•  Principal	component	analysis	(PCA)	is	a	

procedure	to	find	an	orthogonal	
transforma-on	to	convert	a	set	of	
observa-ons	of	possibly	correlated	variables	
into	a	set	of	values	of	linearly	uncorrelated.		

•  Procedure	of	find	the	principal	direc(ons:	
•  Step	1:	Find	the	covariance	matrix	of	the	data	

directly	(Note:	one	can	first	standardize	data:	
•  Find	the	mean	µ1	of	the	x-value	&	the	

mean	µ2	of	the	y-value.		
•  Subtract	all	x-value	by	µ1	and	subtract	all	

y-value	by	µ2.		Geometrically,	move	the	x-
axis	and	y-axis	to	the	data	center.)	

•  Step	2:	Find	eigenvalues	and	eigenvectors	of	
the	covariance	matrix	of	the	data.		

•  Step	3:	Order	the	eigenvalues	from	largest	to	
smallest.		The	eigenvector	corresponding	to	
the	largest	eigenvalue	is	called	the	1st	
principal	axis.		So	on	and	so	forth.	

•  Step	4:	Form	the	rota-on	matrix	using	the	
corresponding	eigenvectors.	

	



Recall:	Dimension	Reduc-on	Use	PCA		

•  Find	the	Principal	axis	and	then	project	to	a	
lower	dimensional	space.	



Recall:		Kernel	

=	(<					,				>	+	1)2	

Did	not	calculate	directly	of			

Gaussian	kernel:	
(Oben	being	used)	

Example:	



Recall:	Example	of	Kernel	Method	

A	func9on	of	the	original	inner	product	in	R2.	

Linearly	separable	data,	but	in	a	higher	
dimensional	space.	
	

Linearly	none	separable	data	
	



What	is	kernel	PCA?	
	
	•  Kernel	PCA	=kernel	principal	component	analysis	

=	an	extension	of	principal	component	analysis	using	
techniques	of	kernel	methods.	
	
Key:	The	kernel-formula-on	of	PCA	is	restricted	in	
that	it	computes	not	the	principal	components	
themselves,	but	the	projec-ons	of	our	data	onto	
those	components.		
	
	



Example	of	Kernel	PCA:	Consider	Kernel	
	

Linearly	none	separable	data	
	

Separable	using	the	first	component		

Input	points	before	kernel	PCA	 Output	aber	kernel	PCA	in	the	space	of	the		
first	and	second	components.	

Apply	

Kernel		
PCA	



Example:	Consider	Gaussian	Kernel	
	

Linearly	none	separable	data	
	

Separable	using	the	first	component		

Input	points	before	kernel	PCA	 Output	aber	kernel	PCA	in	the	space	of	the		
first	and	second	components.	

Apply	

Kernel		
PCA	



Key	idea	of	Kernel	PCA	
Cleverly	avoid	working	directly	in	feature	space	

Key: the kernel-formulation of PCA is 
restricted in that it computes not the 
principal components themselves, but the 
projections of our data onto those 
components.



we	never	actually	solve	the	eigenvectors	and	
eigenvalues	of	the	covariance	matrix	in	the	high	
dimensional	feature	space.		


Work out details with students on the board.




Recall:	Gram	Matrix	

X,	containing	all	the	data,	is	the	design	matrix	



Kernel	Matrix	

Note:	we	first	map	our	data	via	some	func-on	φ,	
then	form	the	Gram	Matrix.	



What	is	Kernel	Trick?	
	

	
	

•  Kernel	methods	owe	their	name	to	the	
use	of	kernel	func-ons,	which	enable	
them	to	operate	in	a	high-dimensional,	
implicit	feature	space	without	ever	
compu-ng	the	coordinates	of	the	data	in	
that	space,	but	rather	by	simply	
compu-ng	the	inner	products	between	
the	images	of	all	pairs	of	data	in	the	
feature	space.		

•  This	opera-on	is	oben	computa-onally	
cheaper	than	the	explicit	computa-on	of	
the	coordinates.	This	approach	is	called	
the	"kernel	trick".	Kernel	func-ons	have	
been	introduced	for	sequence	data,	
graphs,	text,	images,	as	well	as	vectors	

Example:	

Cleverly	avoid	working	directly	in	high	dim’l	feature	space.	

Key:	We	do	not	need	to	write	down	exactly	what	is					,	but	the	result	of						

But	use	the	kernel	func-on	k(x,	y)		
to	only	calculate		



It	suffices	for	us	to	know	such	a					exit.			
We	check	it		by	using		Mercer’s	Theorem	

		



Applica(ons	of	Kernel	Methods	
•  We	can	turn	a	linear	model	into	a	non-linear	model	by	
applying	the	kernel	trick	to	the	model:	replacing	its	
features	(predictors)	by	a	kernel	func-on.			

•  The	following	algorithms	are	capable	of	opera-ng	with	
the	kernel	method:	

•  Support	vector	machines	(SVM)	
•  Gaussian	processes	
•  Principal	components	analysis	(PCA)	
•  Canonical	correla-on	analysis	
•  Ridge	regression	
•  Spectral	clustering	
•  Linear	adap-ve	filters	
•  The	kernel	perceptron	
•  And	many	others.		



Today’s	topics	



What	is	One-class	Support	Vector	
Machines?	

	•  Recall:	The	goal	of	the	machine	learning	
applica-on	is	to	dis-nguish	test	data	between	
a	number	of	classes,	using	training	data.		

•  But	what	if	you	only	have	data	of	one	class	
and	the	goal	is	to	test	new	data	and	found	out	
whether	it	is	alike	or	not	like	the	training	
data?	

•  A	method	for	this	task	is	the	One-Class	
Support	Vector	Machine.	

	



Today’s	topics	



Lagrange	Duality		
(Please	read	the	rest	of	the	slides)	

	
Consider		a	general	problem:	

Define	the	Lagrangian:	
	
	

		

Here,	the	βi’s	are	called	the	Lagrange	mul9pliers.	



Key	steps	involved	

•  Find	the	par-al	deriva-ves	and	set	them	to	
zero.	

•  Solve	for	w	and	β.	

•  Q:	How	to	deal	with	constrained	op9miza9on	
problems	in	which	there	are	inequality	as	well	
as	equality	constraint?	



	This	op(miza(on	problem	is	called	
the	primal	op(miza(on	problem.	

	

Consider		



Generalized	Lagrangian	

Similar	as	before.		



Key:		How	to	get	rid	of	the	inequali(es?	
	

Primal	op-miza-on	

Consider:	





We	essen(ally	be	able	to	get	rid	of	the	
inequali(es.	

	



The	Dual	Op(miza(on	Problem	



Rela(ons	between	Max-Min	and		
Min-Max	Problems	

The	proof	is	out	of	scope	of		
This	course.	



Q:	When	do	the	primal	and	dual	
problems	have	same	solu(on?	



KKT	Condi(ons	



KKT	dual	complementarity	condi(on	
	



Op(mal	margin	classifiers--SVM	
	



Back	to	SVM	
	





Dual	Op(miza(on	Problem-SVM	

Key:	All	the	x-data	is	in	this		
inner	product!	



From	this	dual	point	view,	we	will	see	
SVM	can	be	generated	by	replacing	

the	inner	product	by	a	Kernel!	



Exercise	



Cool	thing	about	this	dual	method	



•  Back	up	slides	



Kernel	Trick	
Cleverly	avoid	working	directly	in	feature	space	

=	<																	>	
	

•  Kernel	methods	owe	their	name	to	the	
use	of	kernel	func-ons,	which	enable	
them	to	operate	in	a	high-dimensional,	
implicit	feature	space	without	ever	
compu-ng	the	coordinates	of	the	data	
in	that	space,	but	rather	by	simply	
compu-ng	the	inner	products	between	
the	images	of	all	pairs	of	data	in	the	
feature	space.		

•  This	opera-on	is	oben	computa-onally	
cheaper	than	the	explicit	computa-on	
of	the	coordinates.	This	approach	is	
called	the	"kernel	trick".	Kernel	
func-ons	have	been	introduced	for	
sequence	data,	graphs,	text,	images,	as	
well	as	vectors	



correla(on	coefficient	&	correla(on	matrix		
	•  The	(Pearson)	correla(on	coefficient	between	two	

rvs	X	and	Y	is	defined	as		

•  If	X	and	Y	are		
						indep.,	then	cov	[X,	Y	]	=	0;	say	X	and	Y	are	uncorrelated.		

	
	

Exercise: show that −1 ≤ corr [X, Y ] ≤ 1 

•  A	correla(on	matrix	of	a	random	vector	has	the	form:	

Exercise: show that −1 ≤ corr [X, Y ] ≤ 1 and 
Show that corr[X,Y] = 1 iff Y = aX +b for some parameters a and b.  
 


